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ABSTRACT

This research applies quantitative analysis teghas on DEMs generated using the Inverse
Distance Weighting (IDW) interpolator of differepbwers in order to examine the effects of the
variation of the power on the accuracy of the eleves extracted from that DEMs. Real elevation
data has been collected from field using ground/sying techniques with a total station instrument
in a hilly corrugated terrain. DEMs have been gexted from the elevation data at a unified grid
cell size using IDW interpolator with varying powestarting from a power of one and ending by a
power of ten. Quantitative analysis has been earout on the DEMs using three different testing
and analysis technigues; evaluation of the conlme-maps of the difference between DEMSs,
analyzing profiles extracted from the DEMs, therfgrening accuracy assessment of the extracted
elevations from the DEMs using independent extechackout measurements. The analysis has
shown that IDW faces difficulty in interpolatingeehtions in highly corrugated areas however; the
interpolation operation improves with increasing thower of the IDW till the power of four. Also,
at breaklines IDW with power of one faces the maxindifficulty in estimating elevations with a
tendency of smoothing and approximating the DEMdditfonally, the maximum differences
between profiles extracted from lower power DEMd #rose from higher power DEMs have been
at the corrugated parts of the terrain while at ferterrains the profiles from different DEMs run
close to each others. Finally, the accuracy of B&M records the maximum improvements (about
95%) when changing from the power of one to thegp@i/two.
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INTRODUCTION

DEMs are widely used in remote sensing and Geograpmformation Systems (GIS) as they are
mainly used for ortho-rectification of images, tgpaphic mapping and engineering design and
modeling. Furthermore, DEMs are used in numerossigines, ranging from geo-information to
Civil Engineering. In various applications DEM ges as inputs for decision making, as examples
they are employed in flood hazards analysis [1], [2rior to the use of DEMs in various
applications it is important to identify their qiieds in order to determine the suitability of atae
DEM to the quality standards necessary for a sigeapplication [3], [4], [5]. The quality of a
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DEM is subjected to some factors such as the deothe sampling points, the spatial distribution
of the sampling points, the method of interpolatised, the propagated errors from the source data
in addition to other factors [6], [7].

Elevation interpolation is a complicated operatibat can be defined as a process of predicting a
value of attribute z at unsampled site from measerdgs carried out at neighbouring sites within
given neighborhoods. The process aims at creatibrdiscrete continuous surface from
observations at sparsely located points or formgdad grid to different density or orientation as i
remote sensing images [1]. Elevation interpolatiounld be considered as a spatial filtering process
where the input data are not necessarily locatezha continuous grid. Interpolation operations
can be expressed in a mathematical command langimyecver most users will encounter
specialist packages so that standard terminologybeaused. It may be useful to mention that
predicting an elevation value outside the site &n@a the point data is known as extrapolation [8].
The main purpose of an interpolation operatiothésconversion of point data files into continuous
fields so that the spatial patterns of these measemts can be compared with the spatial patterns of
other entities [9]. Interpolation operation is b when the discretised surface has differenglev

of resolution from the required surface. It magoabe applied when the continuous surface is
represented by different models. Moreover, intefpan operation is performed when the data
available does not cover the domain of the areatefest [10].

Interpolation methods may be divided into two maroups, global interpolation and local
interpolation techniques. Global interpolation sisél available data to provide prediction of the
whole area of interest. On the other hand, lag&rpolators operate within a small zone around the
point being interpolated to ensure that the esesare made only with data from locations in the
immediate neighbourhood and fitting as good as ibless As examples of global interpolation
methods, classification using external informatidrend surface on geometric coordinates,
regression models on surrogate attributes and #taads of spectral analysis. On the other hand,
local interpolation techniques encompass thiessé&ygpns and pycnophyactic methods, linear and
inverse distance weighting and thin plate splin€dobal interpolations in most cases are not used
for direct interpolation but for examining the effef global variations and sometimes removal of
this effect that may be caused by major trendssd@m as the effect of global variations in theadat
is removed the data can be interpolated using lotatpolators. All global and local interpolation
methods are relatively straightforward as they meqwnly understanding of simple statistical
methods. Commercial GIS packages usually inclhése methods. Geo-statistical interpolation
using methods of spatial autocorrelation is knowrk@aging as they require understanding of the
principles of statistical spatial autocorrelatiomhese methods are used when the variation in
elevations is so irregular and the density of ti@@e is such where simple interpolation methods
may not give reliable predictions [8]. Asal andsBlauna, (2007) studied the effect of the
interpolation techniques on the quality of the oted DEM [11]. The outcome of the research
indicated that IDW provides better quality DEM thtrat is given by the spline method which
smoothes the surface and generates quite noise DEM. research did not answer the question
which value of the power is to be used with the IDMproviding a DEM of a specific quality

The Inverse distance Weighting (IDW) methods oéilipblation combines the ideas of proximity

adopted by thiessen polygons with the gradual aharfighe trend surface. It is assumed that the
value of an attribute z at unvisited point is atatise weighting average of data points occurring
within a neighbourhood or window surrounding theampled point. The original data points may
be located on a regular grid as well as they cardibiibuted irregularly over an area where

interpolation is performed to locations on a demegular grid in order to produce a map. The
weighted moving approach computes the interpolakedation as [8], [10]:
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n n
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where:
A = the weights which are functions of the positdithe point i, Thus,
Ai =0 (d(x, X))

The value ofp(d) tends to the measured value as d tends tovdeich is given by the exponential

functione™® and €. The most common form @f(d) is the inverse distance weighting predictor
whose form is [8]:

n n
Ax))= T 2Ax)dj" / X dj
i=1 i=1

(2)

X; = the points where the surface is to be interpdlat
Xi = the data points.
r = the power of the formula which can be 1, 2, n..,

where,

As in equation (2)p(d) tends to infinity as d tends to zero, the vadfiehe interpolated point that
coincides with a data point must be copied ovene $implest form of this interpolation is called
linear interpolator, in which the weights are cotggufrom a linear function of distances between
sets of data points and the points to be predictédshould be noted that the inverse distance
weighting is forced to the exact values at the dadmts. This means that if the input grid
coordinates are equal to those of a sampling pthet) the interpolated elevation at this location
will be copied over by exact elevation value of gempling point. The quality of the DEM
produced from the IDW interpolation may be assedsedising additional observations as the
method has no inbuilt technique for testing the liguaof interpolation [8], [10].

MATERIA L AND METHODS
Test siteand Methodology

A test site in a hilly corrugated terrain has bestablished to the east of Cairo, Egypt. Data has
been collected from field using conventional sumgymethods where a total station instrument has
been used for measuring the three dimensional owies (X, y, z) of spot points. DEMs have
been created from the field data using ESRI spatialysis and 3D analyst working under ArcView
GIS 3.2 commercial software package. All paranset@ve been kept unchanged except the power
of the IDW which is the only parameter allowed t@oge for the creation of DEMs using powers
ranging from one to ten. Three testing methodseHasen exploited for the assessment of the
variation in the generated DEM due to the changéhefpower of the IDW; the analysis of the
countourline maps generated from the differencevéenh DEMSs, testing cross and longitudinal
profiles generated from the DEMs and finally assesg of the DEM accuracy using independent
external checkout points that considered as grotnmude measurements in the analysis.

Digital Elevation M easur ements

Figure 1 shows digital elevation measurements whenve been collected from field covering an
area of about 830 by 660 metres and consisting8¥ Zpot elevation measurements forming a
density of an elevation point for every 203.87 sqdanetres and an average spacing between spot
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elevations of about 14.28 metres. The maximumagiew in the sample data is 138.27 metres
while the minimum elevation is 116.73 metres abdive mean sea level giving a range of
elevations of 21.84 metres in the test area. Teamelevation of the sample data is 128.76 metres
and the median is 129.62 metres while the moddefsample data records two values of equal
frequencies; 131.96 and 131.07 metres. Additignétie variance of the sample is 18.68 squared
metres and the standard deviation of the mean.B2+##etres which is quite high value referring to
highly varied terrain.

,,,,,,,,,,

Figure 1: Digital elevation measurements

RESULTS AND DISCUSSION
Contour-Lines of the Difference Between DEM s

The idea behind this test depends on consideri@d®M created from IDW with power value of
ten is a reference DEM where the spatial differsnocetween this DEM and the DEMs created
using powers from one to nine are computed andyaedl Contourline maps have been created
from the DEMSs of the differences and draped overDEM created from the power of ten. Figures
from figure 2 to figure 10 show the contourline reap the differences between the DEM generated
from IDW of power ten and each of the DEMs creaisihg varying powers starting from power
one to power nine respectively.  Also, Table 1 swamzes the statistical properties of the
contourline maps created from the nine DEMs ofdifferences that have been generated before.

Referring to figures from figure 2 to figure 10can be seen that contourlines are very crowded and
very dense in figures from figure 2 to figure 5 edplly in hilly corrugated parts of the DEM.
Starting from figure 6 the density of the contaue becomes less and decreases with the increase
of the power of the IDW. Also, the density of tt@ntourlines is higher at the transition locations
between colour classes in hilly corrugated landssaompared to that in mild gentle terrains which

is an indication of interpolation difficulty in iyl corrugated landscapes. This is also, noticeable
from the contour values in hilly corrugated tersawhere they are quite high while contours are of
smaller values in gentle terrain regions.
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Figure 2: Contourlines generated from the Figure 3: Contourlines generated from the
differences between the DEM of power of differences between the DEM of power of
ten and the DEM of power of one. ten and the DEM of power of two.

200 Maters

Figure 4: Contourlines generated from the Figure 5: Contourlines generated from the
differences between the DEM of power of differences between the DEM of power of
ten and the DEM of power of three. ten and the DEM of power of four.

Figure 6: Contourlines generated from the Figure 7: Contourlines generated from the
differences between the DEM of power of differences between the DEM of power of ten
ten and the DEM of power of five. and the DEM of power of six.
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Figure 8: Contourlines generated from the Figure 9: Contourlines generated from the
differences between the DEM of power of differences between the DEM of power of
ten and the DEM of power of seven. ten and the DEM of power of eight.

Figure 10: Contourlines generated from the
differences between the DEM of power of
ten and the DEM of power of nine.

The outcome from the visual analysis of the contoaps is supported by the results in table 1
where it is noticeable that the maximum value efc¢bntourlines decreases with the increase in the
power of the IDW where the maximum contour of thi#edence is recording 7.25 meters with
power one and 0.500 metres with power nine. Theese said for the minimum contourline;
where this is -10.75 metres with power one and5-@rnétres with the use of power nine. This
convergence between the maximum and minimum diftee is reflected upon the range of the
differences which decreases with the increasedmptwer of the IDW. The absolute value of mean
of the difference is decreasing with the increasthe power of the IDW approaching to zero with
the use of power nine. Additionally, the mediamlisays at zero while the mode is recording zero
with the use of high powers. The same can bewaidthe standard deviation of the contours of
the difference where it is 1.507 meters with theecaf power one and decreases to be 0.06 metres
with the use of power of nine.
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Table 1. Statistical analysis of the contourline map of the difference between the DEM of
power ten and the DEMs of varying power s starting from power onetill power nine.

o o o o o o o o o
Statistical| < & $S |85 [S4 |8 g4 S, |24 |28
Value| o R 5T | 0 d'§| &' D] ea §| ea P | ead P | eal| ed P edld
3% 3% |3% |3% | 3% 3% 3% | 3% | 3%
Sum| -1069.00 -862.75| -604.00| -401.75| -249.250| -140.250| -57.750| -25.250| -4.250
Count 5941 5706 5433 4850 4126 3315 2349 1591 1238
Max. 7.25 6.5 5.500 | 4.500 3.500 2.500 1.7500 1.00 0.500
Min. -10.75 -9.25 -7.500 | -6.000 -4.750 -3.500 -2.500 | -1.500 | -0.750
Mean -0.18 -0.1512| -0.111 | -0.0828| -0.060 -0.042 -0.025 | -0.016 | -0.003
Median 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Mode -0.25 -0.25 -0.25 0.25 0.25 0.00 0.00 0.00 0.00
Range 18 15.75 | 13.00 | 10.500 8.250 6.00 4.25 2.5 1.25
Variance 2.27 1.571 0.997 0.606 0.35 0.189 0.092 0.031 | 0.0036
Standard| 1.507 1.253 0.998 0.778 -0.083 0.435 0.303 0.176 0.06
Deviation

Analysis of the Profiles Extracted from the DEM

Profile testing is a technique used for exploriifecences between DEMs created from different
powers. Figure 11 is a longitudinal profile A-Bie figure 12 is a transverse profile C-D; each of
them has been created from ten DEMs created ufig Wwith different powers starting from
power of one and ending by power of ten. From bigghres it is clear that the profiles from the
DEM created using IDW with power one is recordinffedences from the DEMs created with the
use of powers of higher values. Differences irvaiens are at their highest value at hilly and
depressed parts of the profile. At some partefprofiles differences in elevation may exceed 1.5
metres. From the profiles also, it is noticeablat iDW with power one gives a DEM with high
degree of smoothing and approximating of elevatiofise situation becomes better with the use of
power two where the profiles are more corrugated strowing less degree of smoothing in the
DEM. More improvements are obtained in the prefileom the DEM generated using powers of
three and four but still there are some differerfom® the profile created with higher power values.
The profiles obtained from the DEMs created fromMDf powers five, six, seven, eight, nine and
ten run very close to each other and at some pértise profile they coincide with each others.
However, at sharp edges of the terrain differerimssveen those profiles may be much clearer.
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Figure 11: Profile A-B in the DEMs created from spot elevation measurementsusing IDW of
varying power s starting from power of oneto the power of ten.
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Figure 12: Profile C-D in the DEM s created from spot elevation measurementsusing IDW of
varying power s starting from power of oneto the power of ten.

Analysis of the Accuracy of the Elevations Extracted from the DEMs

This analysis depends on the use of a handful etlatut points distributed as uniformly as

possible allover the DEM. The elevations of theakdout points have been determined from field
using the same observing techniques used in megsilne spot elevation data. The checkout point
measurements are considered as ground truths andigsis of the accuracy of elevations extracted
at the same locations from the interpolated DEMsguEDW of varying powers. Figure 13 depicts

the locations and the codes of 72 spot elevationtpdhat have been retained from the elevation
data measurements and separated from the origatal td be used as checkout points for the
assessments of the accuracy of the DEMSs. Integmbkelevations at the locations of the checkout
points have been extracted from the ten DEMs. fdsedual vector representing differences
between the elevations of the ground truth poimd the interpolated elevations at the same
locations has been assessed for every DEM. Thist&tal analysis of the computed residuals has
been performed for the purpose of the assessmethtecccuracy of each DEM created with a
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certain power. Table 2, depicts the results ofrésdual vector analysis at the checkout locations
for the ten DEMs. From the table it is noticeatblat the DEM generated using the power of one is
recording the highest values of the sum of residdnale the sum value decreases with the increase
in the value of the power of the IDW. Also, theximaum value of the residual is decreasing with
the increase in the power of the IDW. However, tiaimum value of the residual is increasing
with the increase in the power of the IDW makingneergence with the maximum value which is
reflected on the range of the residuals as it @se® with the increase in the power of the IDW.
Additionally, the mean residual is decreasing Wii# increase in the IDW power. The same can be
said for the median residual. The mode residuatesording zero with all IDW powers.
Alternately, the variance and the standard dewiadiothe residuals are decreasing with the increase
in the power of the IDW. The standard deviatigoresents the accuracy of the elevations extracted
from the DEM due to the interpolation operation yomthile the errors in the spot elevation
measurements are not considered in this reseahehsdm of elevation residuals and the standard
deviation quantities are selected to be represegragohically against the value of the power of the
IDW used in generating the DEM in figure 14 andifig 15 respectively.
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11234 11910 9817 11027 1045 2907 2944 2578

oy 11904 10788 000 7 ogs2 i
o5 627 A - *
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Figure 13: Distribution of the external checkout pointsover thetest area.

Referring to Figure 14, there is sharp decreasthensum of the residuals at the checkout point
locations when using IDW of power two. The deceeimsthe sum of residuals continues with the
increase in the power of the IDW but with a smalége. The same is derived from figure 15 which
is a relationship between the standard deviatiothefextracted elevations and the IDW power.
From figure 15 there is improvement in the standdediation of the derived elevations from the
DEM with the increase in the power of the IDW, heee this improvement is big and reaches to
about 95% of the total improvement when using tbeey of two. Very slight improvements are
obtained with increasing in the power of the IDW rmo than two.
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Table 2: Accuracy analysis of the digital elevation model generated from the IDW technique
of varying power s using independent checkout points with measured elevations.

9
9
9
9
9
9
9
9
9
9

Statistical
Value

DEM created using
Powerl

DEM created using
Power2

DEM created using
Power3

DEM created using
Power4

DEM created using
Power5

DEM created using
Power6

DEM created using
Power7

DEM created using
Power8

DEM created using
Power9

DEM created using
Powerl0

Sum| 34.602| 16.240| 14.051| 15.352| 14.631| 13.860 | 13.420 | 12.001 | 11.984 | 11.267

Count| 72.000| 72.000| 72.000| 72.000| 72.000| 72.000| 72.000 | 72.000 | 72.000 | 72.000

Max. | 17.301| 5.253 5.039 | 4.784 | 4520 | 4.2720| 4.058 3.888 3.772 3.782

Min. | -2.041 | -1.969 | -1.928 | -1.870 | -1.844 | -1.8280| -1.537 | -1.905 | -1.832 | -1.810

Mean| 0.468 0.226 0.195 0.213 0.203 | 0.1925| 0.186 0.130 0.166 0.156

Median| 0.077 | 0.059 | 0.047 | 0.050 | 0.043 | 0.0275| 0.025 | 0.013 | 0.016 | 0.021

Midrange| 7.630 1.642 1.556 1.457 1.338 | 1.2220| 1.261 0.992 0.970 0.986

Mode | 0.000 0.000 0.000 0.000 0.000 | 0.0000| 0.000 0.000 0.000 0.000

Range| 19.342| 7.222 | 6.967 | 6.654 | 6.364 | 6.1000 | 5.595 | 5.793 | 5.604 | 5.592

Variance| 4.819 0.859 0.843 0.790 0.771 | 0.7662| 0.757 0.755 0.751 0.751

Standard 2.195 0.927 0.918 0.889 0.878 0.875 0.870 0.869 0.867 0.867
Deviation
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Figure 14: The sum of the residuals of the Figure 15: The standard deviation of the
extracted elevations at the locations of the extracted elevations at the locations of the
checkout points against the IDW power. checkout points against the IDW power.

DISCUSSION

Three tests have been performed for assessinguardifying the quality of the DEMs interpolated
from spot elevation data using IDW interpolator hwitarying powers; The contour-lines of the
difference between DEMSs, the profile testing anel dlacuracy analysis of the Extracted elevations
from the DEMs using checkout points. The first te@s been basing on assuming that the DEM
obtained from IDW of power of ten as a reference smbtracting the other DEMs generated with
powers starting from one to nine from it and prodgcontourline maps from the resulting DEMs
of the differences. Visual analysis has shown érgboncentration of contourlines at highly
corrugated landscapes compared to the concentratiogently mild terrains. This refers to
difficulty in interpolating elevations in highly caugated areas. This situation has improved with
increasing the power of IDW; however the improvetrgrconsiderable till the use of power of four
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and becomes smaller for power values higher than foThe outcome of the visual analysis of the
contourline maps is supported by the statisticallyamns of these maps regarding the count of the
contourline in the map, the maximum, the minimurmtoarline, median contourline, mode
contourline, the variance and the standard dewiatib the contourlines. The changes in the
characteristics of the contourline maps interprdigdboth visual and statistical analysis of the
contourline map can be translated as improvemantthe characteristics of the DEM due to
increasing the IDW power.

The profile testing has shown some features thgpau the outcome from the contourline map of
the difference test, where at breaklines of theatelDW with power of one is facing the maximum
difficulty in estimating elevations and having aadency of smoothing and approximating of the
DEM. Also, the maximum differences between prafifeom lower power DEMs and those from
higher power DEMs have occurred at the corrugatedsaof the terrain while at mild terrain the
profiles from different DEM run close to each otherThe degree of elevation smoothing in the
profiles has been improving with increasing the powf the IDW but the improvement is very
clear in the profile from DEM of power of two arfat of the power of three. With DEM of power
of four and more than that the rate of improvememess where the profiles run very close to each
others.

For the assessment of accuracy of the elevationgedefrom DEMs generated from IDW of
different powers, the checkout point test has hesad. The analysis of elevation residuals from
different DEMs has gone on the same trend of thprorements in the DEM characteristics
obtained from the other two tests. However, irs tl@st most of the improvements in elevation
accuracy have been achieved when using power ofmiaere the standard deviation is recording
about 95% of the total improvement. With the uspawers; three, four and so on improvements
in accuracy of the derived elevations are stilluvdag but with very low amounts. The outcome
from the analysis in this research benefits in dngveome concrete conclusions that can be in the
interest of the Geomatics community who are everyotevolving in producing DEMs from
different technologies and employ them in variousgiBeering and Environmental aspects.

CONCLUSION

Digital elevation data can be obtained from conwgratl surveying techniques, photogrammetry
and LIDAR technologies in discrete point file fortmao be utilized in the creation of digital
elevation models through the application of anrpuéation approach. Different interpolation
algorithms exploited in such operation are expetbdgarovide DEMs of varying qualities. Inverse
Distance Weighting (IDW) algorithm is one of theerpolation algorithms that are widely used in
generating DEMs. IDW can be performed with différ@alues of the power factor with the
expectation of giving DEMs of different qualitie§pot elevation data collected from a corrugated
hilly terrain test site has been used for the aiglyDEMs have been created from the test data wit
changing the value of the power of the algorithartstg from one to ten. Three tests have been
performed on the generated DEMSs; the countourliap of the difference test, the profile test and
the checkout points test. The outcome of the tests be summarized in the following points:

* There is high concentration of contourlines at higtorrugated landscapes compared to the
concentration at gently mild terrain which refecs difficulty in interpolating elevations in
highly corrugated areas.

» The interpolation operation improves with incregsitme power of the IDW; however the
improvement is considerable till the use of powérfaur and becomes smaller for powers
values higher than four.
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» At breaklines of the terrain IDW with power of ofexzes the maximum difficulty in estimating
elevations with a tendency of smoothing and appnaxing the DEM.

 The maximum differences between profiles from lowewer DEMs and those from higher
power DEMs occur at corrugated parts of the tervelnile at mild terrains the profiles from
different DEMs run close to each others.

» The accuracy of the DEM records maximum percentdgmprovements when changing from
power of one to power of two (about 95% of theltotgrovements).

* For production of the optimum DEM other factorseating the accuracy of the DEM such as
the sampling unit size and the number of nieghbooud be useful for further investigations.
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